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1. Introduction

1.1. Correlation in the Industry
The word ‘correlation’ is one of the most misused statistical terms in the insurance industry.

We often come across statements like “the correlation between these two lines of business, CAL and PPA is
87%.” What does this really mean?

We might suppose that correlation is a measure of the way the similarity between two lines creates parallel
accounts, the paid losses in both lines tending to go up and down in sync.

It's easy to find examples of statistics that change in a similar way in time but which measure completely
unrelated things. When annual chewing-gum sales tracks gun crime, or the science budget tracks the suicide
rate we put this down to ‘spurious correlation’.

What is spurious here is not in the statistics but in the way they are interpreted, and in fact a more thorough
statistical analysis can easily separate spurious from non-spurious correlations.

As we will see this has everything to do with insurance. Where correlation is important in insurance is in
calculating the risk margins for a portfolio of lines of business. Correlation measures impairment to risk
diversification benefit.

It turns out that to get this right you need to very carefully separate out the true (non-spurious) correlations from
what only look like correlation (spurious). It is only the true correlations that inflate the risk margins.

To understand why this is so, read on.

1.2. Correlation is model-dependent

The two realizations of time series in the graph 45

below have a correlation of 97%. s 4

However it is also clear that both are subject to an 53 — ':;-:- e
increasing trend. Are the two series correlated? 3 4 A

Most likely they are not, in any meaningful way. 25 o= -

There is a multitude of phenomena that are L

completely unrelated but exhibit similar linear 15 1

trends. In the example above, once the linear 1 4

trends are removed the correlation measure falls 05 1

to a statistically insignificant -1%. :

Thus the answer is necessarily model-dependent. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

Had the trends been ignored and instead the data were each modeled as a constant plus a “random factor”,
then the two “random factors” show a startling similarity, justifying a correlation assumption of 97%. Clearly this
misrepresents the situation, mainly because it fails to account for the fact that each series in increasing on
average. However, if the model is linear trend plus random factor then the variability in the observations is
accounted for without the need to introduce a correlation.

This leads us to another correlation that is always important to consider whether or not it is statistically
significant. We term it volatility correlation, the correlation between the unpredictable component of the data.
This correlation is very important for understanding the diversification credit between multiple portfolios

and it will be examined in detail below. However, first let us review correlation and its different types as found
in the industry.
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1.3. What is correlation?

When we speak of correlation, we may mean correlation between data or correlation between random

variables that model the data. In both cases correlation measures how well can one variable can be modeled as
a linear function of another. The closer the correlation coefficient is to 1, the better can one variable be
represented as a linear function with positive slope of another. Similarly, the closer the correlation coefficient is
to -1, the better can one variable be represented as a negatively sloping linear function of the other variable. A
coefficient which is close to 0 indicates very weak linear relationship between the two variables.

1.4. Types of Correlation

There are three types of correlations between LoBs: process (volatility) correlation, parameter correlation (which
is related to common drivers as well as the volatility correlation), and reserve distribution correlation.

Perhaps the most important of the three, volatility correlation, is the correlation in the pure volatility component
of the liabilities. This is measured from the data after all trends have been properly accounted for and it refers to
losses in two lines of business tending to both, exceed or fall below the predicted values together.

This will directly impact the diversification credit of the business and thus one can easily see how this
correlation is of significant concern. Indeed it is said that the correlation that matters is the correlation in the
volatility component of forecasts.

The second type, parameter correlation is the correlation between the random variables representing the
parameters of the model for losses runoff. This correlation can be influenced by common drivers but also by
process correlation because estimation of model parameters depends on data subject to correlated

random effects.

Reserve correlations are similarly correlations between the random variables that give the distribution of the
reserves. As well as depending on process volatility, they depend on parameter correlations and parameter
uncertainty: higher parameter uncertainty results in higher reserve correlations.

Risk Reduction
of Multiple LOBs

Reserve Distribution
Correlations
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1.5. Example 1: Evidence of correlation?

Consider the example below. If our model for Line A predicts a 12% increase in mean loss for next year over the
year just ended, and our model for Line B predicts a respective 14% increase, this is simply a statement about
the similarity of the two models. The forecast mean losses are our best estimates, they are what we are
planning on.

If the predictions are borne out, they may be taken as some evidence of a common driver of the increase in both
lines of business or more importantly, evidence of the correlations between the parameters that describe both
models, something that will need to be further tested.

Now suppose Line A has a forecast mean loss of 110 for next year and Line B a forecast mean loss of 150, and
at the end of that year the actual losses for A and B are 120 and 180 respectively (Projected vs Observed below).
This is evidence that lines A and B have positive volatility correlation with respect to the given model. To put it

another way, in the presence of a positive volatility correlation, this kind of a result, where both A and B
experience a shortfall (or an overrun) compared to the best prediction in the same year, is more common

than not.

These two situations that look superficially similar, but only one of them provides evidence for correlation.
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In the case illustrated on the left both lines project mean losses for the coming year as higher than the observed

losses for this year.

Can this be taken as evidence for the correlations between projections?

First we must be clear that the projections here are given as means, i.e. single values which together with this
year observed, can be plotted as two points on a plot showing the relation between these two lines. In this
framework it is meaningless to speak of correlation.

If, however, we consider the projections as random variables, we need to look at the underlying data that the
projections are based on. More specifically we need to look at the volatility around the projections, rather than
whether the projected means themselves align. This leads to the concept of reserve correlation.
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1.6. Volatility correlation

To illustrate this further, when at the end of the year we compare the reserves in two or more LoBs based on our
previous projections with the observed losses, we are faced with either a shortfall or an overrun. Positive
volatility correlation is the tendency for these unpredictable components to fall the same way, i.e. both are
shortfalls or both are overruns.

The existence of a positive correlation in the forecast volatility (reserve correlation) between lines implies that
the combined risk fund which covers for losses above the reserved amount, will, on average, experience larger
draws than it would if the lines were uncorrelated. Presence of positive volatility correlation leads to a reduction
in diversification credit.

1.7. Example 2: Effect of Volatility correlation

Projected mean losses for Line A are 100M with a coefficient of variation (CV) of 0.4, Line B mean losses are
150M with a CV of 0.3. Distributions are taken to be log normal.

50% 920

48%
47%

46%

-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

The probability of needing to draw on the risk fund is around 45% (it actually drops slightly for increasing
correlations above -0.5), but given that there is such a draw, the average size of it increases sharply with
correlation, from 58M when correlation = 0 to 80M when correlation = 0.8. Thus in the event of needing to draw
on the risk fund, the positively correlated lines of business will require significantly greater capital than
uncorrelated or negatively correlated ones.

1.8. How to determine volatility correlation

How can we know that two long-tail lines are correlated? The first step is de-trending the data. This can be
understood as smoothing the data down to a pattern of statistically significant trends and then subtracting these
trends from the data, the differences being known as “residuals” — the random deviations from the trend, the
volatility we have been speaking about.

This is accomplished in the Probabilistic Trend Family (PTF) modeling framework by the placement of
parameters at identified change points along the development, accident or calendar axes. Once this is done, the
residuals for each of the two lines should appear to be randomly scattered around zero. We can then carry out a
standard statistical test for correlations in the residuals.
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The plots above show residuals by calendar year for two correlated segments, S1 and S2, beneath their
respective calendar year trends. In this case both segments have the same trend pattern, zero from 1978 to
1986, followed by a non-zero trend from 1986 to 1984. This common pattern suggests the presence of

common drivers.

We will look more closely at this later, but in any case, this effect on each line of business is accounted for by
the models. What remains to be accounted for is the potential presence of volatility correlation, i.e. a pattern of

common deviation from the models.

The blue line joins the residuals (observed minus expected) corresponding to the observations occurring in
accident year 1982. The losses in calendar years 1984 and 1990 (black arrows) are lower than expected for this
accident year in both lines of business. In calendar years 1982 and 1985 (red arrows), the losses are higher than
expected in both lines. The blue line trace shows that the residuals for the two segments are more likely to be
both, positive or both negative, rather than for one to be positive and the other negative.

In other words, relative to our best models for the two
lines, there is a tendency for both segments to either
fall short of or to exceed expectations in the

same years.

A scatter plot of the residuals (right) shows a linear
relationship. As S1 residuals increase so do
S2 residuals.

The volatility in the lines is positively correlated
r=0.598.

Scatterplot of Residuals from models of 51 and 52
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The remainder of this document consists of a series of case studies illustrating the commonly found example
of spurious correlation, the various types of common drivers as well as volatility correlation, and their impact on
reserve risk, underwriting risk, and the combination of reserve and underwriting risk.
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2. Case study: Spurious correlation - an artefact
of the wrong model

This section discusses spurious correlation as a result of an incorrect model for the data.

To illustrate this point, two LoBs are simulated independently so that one LoB has a calendar year trend of 10%
and the other of 20%. Since the processes are simulated independently, one does not expect any relationship in
the volatility component of the data. And indeed given the correct models for the underlying data process, this
correlation should not be statistically significant.

However, if an incorrect model is used, one that, for instance, does not fit the calendar year trends, then
spurious correlation between the residuals can be observed. This correlation is meaningless since it arises as
a result of calendar year trends being present in both LoBs which were not accounted for by either model. The
correlation is an artefact of the models which do not fit all the trends in the data.

The two models correcily fitted to the data are shown below - the parameters estimated from the data are very
close to the true parameters (as we would expect for simulated data).
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In the event that the trends are described accurately (as above), the volatility correlation between the two
segments is expected to be insignificant and close to zero. If we estimate this correlation, this is exactly what we
find (note the blue font which indicates statistical insignificance).

{2 SOF-EXSEX&MPTF[SGI?2): Weighted Residual C... |- | = |[atm]

Covariances Cormelations |

Weighted Residual
Correlations Between Datasets

PL{I)SIMEX3 PL(l)SIMEX4
PL{N)SIMEX3 1 0.098430
PL(I)SIMEX4 0.098430 1
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In contrast, consider if the respective calendar year trends are not fitted to the data. The calendar year residual
displays are shown below to emphasize the correlation metrics (first accident year marked).
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i, SDF-EXIEXA:MPTFSGITZ): Weighted Residual C... | = | = E‘

Covariances Cormelations |

Weighted Residual
Correlations Between Datasets

PL{I)SIMEX3 PL(1)SIMEX4

PL{I)SIMEX3 1 0699335
PL{I)SIMEX4 0.699335 1

The residuals are clearly highly correlated (but they do not come from the same distributions across the
calendar years). The residual is clearly a function of time in that early calendar years are highly likely to contain
negative residuals (both LoBs) and more recent calendar years (post 1988) positive residuals.

If we measure this correlation we find it to be 0.699. The correlation is both high and statistically significant,
however, this result is purely a reflection of calendar trends being present in both datasets which are not
described by either model. Recall that the data were simulated independently. In this case the correlation is
spurious and simply measures trend structure which is not captured.
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3. Case study: Common calendar year drivers

Three examples of common calendar year drivers are considered.

The first example describes Gross data and Net of Reinsurance data for an E&O D&O line. The trend structure is
almost the same, especially along calendar years. That is, the trend changes occur in the same periods,
indicating potential common drivers. The resulting volatility (process) correlation and parameter correlation

are high.

The second example illustrates the common trend structure identified in layered data - again, especially
calendar year trends. Volatility correlations and parameter correlations are high.

Finally, the last study in this section demonstrates common calendar year drivers for two LoBs (same line,
different states) where volatility correlation is also statistically significant but not high.

Although not comprehensive, the above list serves as a solid basis to the concept of discussing volatility risk,
common calendar year driver risk, and understanding the difference between volatility risk (as a result of
process correlations) and common calendar year driver risk.

3.1. Gross versus Net of Reinsurance

In this first example of detecting and quantifying common calendar year drivers, Gross versus Net of Reinsurance
for E&O and D&O data, common calendar year drivers are expected to be found. Net of Reinsurance is a subset
of Gross and therefore common features are to be expected, but are not always found. Trends, especially
calendar and accident, are closely related. The comparable models for Gross (left) and Net of Reinsurance (right)
are shown below.
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The model trends are very similar; trend and volatility changes usually coincide. The critical trends in common
are the calendar year trends (below) and accident year level changes. Common calendar year drivers are clearly
visible as the trend changes occur at the same point.
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Similarly, the process volatility is closely related. A scatter plot of the residuals, from the respective Gross and
Net of Reinsurance models, exhibits a clear (linear) relationship; a correlation of 0.854.

Net of Reinsurance versus Gross

Mt Wid, Std, Residuals
a

The residuals by accident year traced for the last calendar year are clearly correlated; when a value in a year is
low/high in one segment it is usually low/high in the other segment also at the same time.
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This case study illustrates the worst possible relationship between two Lines of Business (if in fact they were
separate lines); namely common drivers (accident year and calendar year) and volatility correlation. In almost all
cases, this proximity of relationship is only expected when the LoBs analyzed are in fact subsets of

one another.
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3.2. Layers: Limited to 1M, 1Mxs1M, and Limited to 2M

In this next example, data are split into three layers - paid losses with each individual loss limited to 1M, paid
losses with individual losses in excess of 1M with the excess limited to 1M (1Mxs1M), and paid losses limited to
2M. Similar trend structure and common drivers are expected since 1M + 1Mxs1M = 2M.
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The Layer 1M has a higher inflation rate than 2M, and 1Mxs1M has inflation rate that is statistically insignificant.
If the only available array is 1Mxs1M then it would be prudent not to set the inflation to zero, as process volatility
is high. One could argue that positive inflation is present, and we have a very uncertain estimate of it (5.63%+-
4.11%). If any one of the other two arrays is available the very high process (volatility) correlation between the
layers reduces parameter uncertainty in the composite model. In this case there is convincing evidence that
inflation for 1Mxs1M is zero.

1M 1M xs 1M
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The three residual displays by calendar year for the layers exhibit very high process correlation.
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When the composite model is optimized some trends in the data are found to be common (red bars / lines
indicate common parameters) between the layers and for 1Mxs1M the calendar year trend is zero.
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Having recognized the same trend structure (and common drivers) in the three layers, the efficiency of the
reinsurance program (in terms of reducing risk capital as a proportion of the mean reserve) can be assessed.

L T R

Indeed, the CV of the aggregate reserves for 1M and 2M are the same (0.15). That means that both reinsurance
(ceding) programs are equally capital efficient!
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3.3. LoB 1 and LoB 3

The optimal model for the two LoBs, LoB 1 and LoB 3, is shown below.
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As with the Layers example, this model shows common calendar year drivers affecting both LoBs since the
changes in calendar year trend occur at the same time. Synchronous changes in trend are a key indicator of
common drivers.

Furthermore, the LoBs not only have common drivers, but the process volatility between the LoBs is also
correlated as illustrated below.

i LOB 1 LOB 3:Composite D5:... |-— |- = |[ekas]

Covarances Corralations I

Weighted Residual
Correlations Between
Datasets

LOB 1:PL{I} LOB 3:PL(l)
LOB 1:PL{I) ' 0.350
LOB 3:PL(I) 0.350 1

4 iterations were executed

Residuals correlation difference
tolerance 0.010%

There is a reduction in risk diversification credit from writing these two lines by way of the common parameters
and process correlation. The reserve correlations (0.821) are much higher than the process correlation. This
unusual case is a result of the most recent calendar year trends for the two segments LoB 1 and LoB 3 being set
to be the same for each line in the future.

P -

fim, LOB 1 LOE 3:Compasite DS:MPTFoptimal-1]:Reserve Forecast Summaries o & S

D atazet _| E Observed vs Mean Estimate | % Loss Ratios | l Incurred Losses |

"‘ng %y pw) Diterences | ‘L companisons | [l summary Graphs |
1R

LOB 37U B custers | [E combination Settings | [ Periods Settings |

[] summary by Datasets | facews | dcavs |

LOB Comparisons | Risk Capital Allocation Correlations |
Totals
H N Reserve Forecast
ﬁ;ﬁ:. Distributions Correlations
Between Datasets (Totals)

b —

s
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LOB 1:PL(l) 1| 0821150
LOB 3PL{)  0.821150 1
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To see the effect of the inclusion of the correlation and common drivers on the risk capital, the risk capital is
calculated for two models: a model where the correlation is explicitly set to zero and no common trends are
applied - that is, only the data in each LoB is used to estimate the trends (development and calendar) - and a
model where the common trends and process volatility is included. The risk capital requirement assuming
independence is then compared with the risk capital calculation where the process correlation and common
drivers are applied.

For comparison, the value-at-risk at the 95th quantile (percentile) is calculated for both models: independent (left)
and incorporating the common drivers and process correlation (right). Comment on figures eg: 1.8B vs 1.83B.
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Similarly, the Solvency Il one year risk horizon metrics (see brochure: Solvency Il - One-year and ultimate year
horizons for long tail liabilities) are calculated for the model for the two lines assuming independence (left) and
the optimal model with both common calendar year, development year trends, and process correlation (right).
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Metrics Summary
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Metrics Summary

| Value %
BEL 1643322 9711
MVM 48,953 2.89

Technical Provision| 1,692,275 100.00

VaR(2004) 179,917 4767
ATP 197,532 5233
SCR 377,448  100.00

Technical Provision 1892275 81.76

SCR 377,448 18.24
Economic Capital 2,069,724 100.00
1 Unit = $1,000

Value %
BEL 1,672,099 96.55
MVM 59,744 3.45

Technical Provision 1,732,743 100.00

VaR(2004) 213,223 451
ATP 258445 5479
SCR 471,668  100.00

Technical Provision 1,732,743  78.60

SCR 471,668 21.40
Economic Capital 2,204,411 100.00
1 Unit = $1,000

The required technical provision has increased from 1.692B (assuming independence: left) to 1.733B (common
parameters and process correlation: right). The additional 41M (approximately 2.4%) is the penalty for the lack of
risk diversification.
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4. Case study: Common accident year drivers

In this case study, common accident year drivers are demonstrated in the context of two segments of Worker’s
Compensation: SAD and SAM. The two segments have changes in accident level in common and also
demonstrate synchronous changes in level. The synchronous changes in parameters are a critical component of
identifying common drivers whether by accident or calendar year.

4.1. Worker’s Compensation Segments: WC SAD and WC SAM

Consider the following two segments of Worker’'s Compensation written in California: SAD (left) and SAM (right).
The red bars indicate common parameters between the segments. Although the calendar and development year
parameters vary slightly, the accident year parameters move synchronously thus making the mean ultimates
vary synchronously (but this is not correlation).
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Both sets of residuals can be assumed to originate from a normal distribution, so the process correlation (0.249)
below is the volatility correlation between two normal distributions.
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If the common accident year trends are ignored and the average accident year level fitted to both segments,
then a very high spurious correlation measure of 0.975 is obtained.
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Above, the residual displays with scatter plot for SAD and SAM are shown for a model which does not describe
the accident year changes. The spurious correlation (0.897) is very high, but given the two residual plots above
it showing patterns in residual movements, it is clear that what the correlation is largely picking up is common
under and over-fitting by the model (indicated by the red arrows) rather than genuine process correlation.
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The high correlation is an artefact of a poor model which does not fit all the trends in the data. Instead, the
correlation reflects the commonality of the trends rather than process (volatility) correlation.

However, the correlation is no longer the correlation measured between two (normal) distributions; the means
vary over time in both sets of residuals. For instance, residuals for accident years 90-93 have a positive mean,
whereas 87-88 have a negative mean.
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In the correct model (page 16), with the accident year levels correctly fitted, the correlation between the
segments is predominantly the volatility correlation. The result of the fitted accident year levels is that the mean
ultimate losses (by accident year) move synchronously (common drivers), however the risk factors arising from
volatility are not as severe (volatility correlation is only 0.25). The accident year levels moving together result in a
much stronger relationship than volatility correlation.

Mean Ultimates: SAD and SAM Mean Ultimates: SAM vs SAD
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| i
50,000 <
$0,000 E /
m—3D 100,000 ~ L
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These features are also illustrated in the accident year summaries for each segment displayed below.
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The mean ultimates move synchronously (left) and a graph of the mean ultimates of SAM versus the mean
ultimates of SAD (right) shows an almost perfect linear relationship.

However, the reserve distribution correlation is only 0.086! The reserve correlation, which is calculated from the
model, can be pictured as the correlation in the predicted losses not explained by the means — and therefore is
the critical measure when evaluating risk diversification. Low reserve correlation is good news for risk
diversification as it tells us that there is no evidence that the deviations from predicted ultimates (the means) will
move in the same direction. Had the correlation been significantly positive, the risk of both lines exceeding the
predicting means together would have given cause for concern.

As we have seen models that do not capture the trends in the three directions in the data may indicate spurious
correlations and erroneous conclusions. It is also important that the weighted standardized residuals of each
model can be regarded as a random sample from a (normal) distribution. This way, the process (volatility)
correlation can be measured correctly.
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5. Case Study: Common accident year drivers
and pricing future accident years

In this example we continue with the two segments of Worker’'s Compensation SAD and SAM.

These two lines demonstrate common accident year drivers. The impact of common accident year drivers must
be considered when pricing future accident (or underwriting) years. The close relationship of the accident year
parameters are considered in respect of future forecast assumptions.

The linear relationship in mean ultimates is important when forecasting future underwriting (accident) years.

If the accident year level for one segment is expected to increase by 10%+ 2%, then the other segment is also
likely to increase by 10% + 2% in the same accident year. The relationship in the mean parameter estimates is
not volatility (risk) correlation and does not indicate lack of diversification. The movement in means may be
related to internal or external drivers - and risk exposure can be managed. Whereas the volatility correlation,

if not specifically measured and accounted for, is not readily able to be connected to any internal or external
drivers and not considered by the separate models of the LoBs.

The synchronous movement in the accident year trends is readily observed in the model displays shown
previously (page 16). The correlation between the mean accident year level parameters provides an idea of the
closeness of the relationship and is measured at 0.995. This measure provides support that if a level change is
expected to occur in one segment, then a corresponding level change is expected to occur in the other.

This correlation measure is not able to be identified prior to analysis (identification of trends), nor does it
necessarily imply the magnitude of the change in parameter levels are the same (although in this example the
changes in mean level are essentially identical as a result of the constraints between the segments - it is a
feature of the model). It does, however, emphasize the importance of adjusting accident year levels for both
segments simultaneously.
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The relationship in the mean parameter estimates is not volatility (risk) may be related to internal or external
drivers. They are explicitly incorporated in the model and risk exposure can be managed. The close relationship
between the two segments does not eliminate the risk diversification credit for combining the analysis of the
reserve distribution with the future accident (underwriting) year (see Modeling multiple lines of business
brochure and Pricing: Segments, Layers, and Reinsurance brochure). The joint increase in parameters (with the
associated uncertainty) is still accompanied by the increase of the overall risk diversification as the uncertainty in
the parameter estimates is not highly correlated between the segments.
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5.1. Spurious correlation between Industry PPA and CAL data

In this second example Paid Losses for the Industry PPA and CAL data from AM Best (2015) are modeled using
the Mack method. The residuals are shown by Calendar year for CAL (left) and PPA (right) below with the trace
line for accident year 2004 highlighted.
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The marked residuals for the Mack method exhibit correlation (by eye). This correlation is then measured and
shown in the residual scatter plot of PPA vs CAL below.

Scatterplot of Residuals from the Mack method
applied to CALand PPA
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Although the correlation is strong in the residuals, this correlation is spurious. The calendar year residuals show
the Mack method is over fitting the data more recently - a clear negative trend is evident in both residual displays
(though it is much stronger for PPA). The volume weighted average link ratios (of which the Mack method is the
regression formulation) do not describe the salient features of the data and, as a result, there is correlation found
between the lines which would not be present in a correct model for the data (see Section 6.2).

The method has not described the trends in the data in either the calendar year direction or the accident year
direction - see the full residual displays against each trend direction below. The Mack method (and in fact all link
ratio methods - including bootstrapping from link ratio models) are inappropriate for both these LoBs. Link ratio
methods cannot describe changing calendar year trends yet, as seen in Section 6.2, changing calendar year
trends are found in these data.
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6. Case study: Companies versus the Industry

Industry-wide correlations between LoBs are not a reliable guide to the correlations between an individual
company’s LoBs which should be modeled directly in all cases. In fact individual and aggregate correlations can
even be inconsistent (see Simpson’s Paradox). However, industry correlations can be used as a guide especially
in the presence of sparse data where the model for an individual company can be credibility adjusted to take
industry-wide trends into account. Two examples are considered and for each example we find different trends in
the companies compared to the trends found in the industry.

6.1. Company A versus the Industry

The following discussion relates to Auto Bl written by Company A (representing about 3% of the industry) and
the Auto Bl industry data: MAA951. The industry data have high unstable calendar year trends and a final
negative development year trend, whereas Company A, on its own, has an insignificant (zero) calendar year
trend and an insignificant (zero) final development period trend.
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The optimal model for the company is on the left; the optimal model for the industry on the right. Note the
difference in both development and calendar period trends. The industry has clear, volatile periods of inflation
whereas there is no evidence of this in Company A. Furthermore, the industry data shows a definite decrease in
payments after development period 14 whereas there is no evidence (yet) of decreasing levels of payments in
Company A.

Process correlation between the company and the industry data is statistically significant but low at 0.240.

& Compa Masiil:Composite DEMPTFIgoudl cptall- L Weighted Residus. | o || = i)
Covasisnces | Comelstions | Final Covasiances  Final Cosrelations |
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COMPAPLII) Maad51.PLII
COMPAPLI) | 1 | 0.240
Maa?51:PL{I) 0.240 1
3 iterations were sxecuted
Residuals correlation difference tolerance
0.010°%

Industry data can be used to credibility adjust the trends in the model for Company A. For instance, the calendar
year trend in Company A can be set to be the same as the base trend in the industry.

22
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Some parameters in the development direction are also found to be the same, but the trends in the company’s
data are not the same as in the industry. The zero development period trend (in the tail) for the company is not
credibility adjusted to the industry as there is no statistical evidence to do so. Given the low process correlation
between the company and the industry it is unlikely that the same process correlation effects measured from the
industry between multiple lines would apply to Company A’s equivalent lines.

6.2. Companies LMI and TG, versus the Industry for CAL, PPA

A.M. Best Schedule P data (2015) are used to compare CAL and PPA for two companies, LMl and TG, with each
other and the industry. It may be expected that CAL and PPA are highly correlated, however, what do the
data say?

As mentioned at the start of this brochure, correlation only has meaning relative to mean predictions (that is,
correlation in volatility). If we calculate spurious correlation between the paid losses in the two LoBs (PPA and
CAL) for the Industry, Company LMI, and Company TG, then we obtain the following matrix.

| LMI | TG | Total

CAL PPA CAL PPA CAL PPA
CAL 1.0 0.684 0.952 0.734 0.942 0.643
LMI PPA 0.684 1.0 0.755 0.967 0.858 0.993
CAL 0.952 0.755 1.0 0.785 0.959 0.709
TG PPA 0.734 0.967 0.785 1.0 0.852 0.976
CAL 0.942 0.858 0.959 0.852 1.0 0.818
Total PPA 0.643 0.993 0.709 0.976 0.818 1.0

The paid loss data, with no adjustment for trends, is showing the high spurious correlation of about 0.99 between
PPA and CAL in the Industry. However, when the trends in each LoB have been fully adjusted for, the resulting
correlation matrix is very different.

| LMI TG | Total
CAL PPA CAL PPA CAL PPA
LMl CAL 1 0 0 0 0 0
PPA 0 1 0 0.251 0 0
0 0 1 0 0 0
TG CAL
PPA 0 0.251 0 1 0 0
CAL 0 0 0 0 1 0
Total
PPA 0 0 0 0 0 1
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All the correlations between PPA and CAL are statistically insignificant (thus grey zeroes), and only correlation
between the two company’s PPA remain.

Note that reserve distribution correlations are typically much lower than volatility correlations.

Cal

endar year trends are shown below.
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There is some similarity in trend structure and parameter values. However, the industry trends are not a
replacement for modeling the company data, though they may be used to credibility adjust the individual
models, especially in the presence of very sparse data.
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7. Case study: Risk capital allocation

Reserve correlation is an important component of the allocation of risk capital and as a measure of risk
diversification (reserve correlation between LoBs). Reserve correlations within LoBs are primarily a function of
parameter uncertainty; the higher the parameter uncertainty, the higher the correlation between cells.

As the probabilistic trend family modeling frameworks comprise a clear structure for relating cells by trends with
associated uncertainty, it is no surprise that the correlations between cells and across LoBs are included in a
natural way within this framework.

Risk capital allocation according to variability can be calculated directly using the variance-covariance formula.
This formula can be used to allocate capital across LoBs, across calendar/ accident periods, or both.

7.1. Risk capital allocation across six LoBs using the
variance-covariance formula

Risk capital can be allocated between LoBs and across calendar years by the same variance-covariance
formula which estimates the relative uncertainty or risk of the specific LoB. Percentage allocation to the ith line,
L, is:

4y = LG
2. Gij

where Cij, is the covariance of Li and Lj. The formula can be extended to include time (either calendar or
accident period), by summation of the covariances across the relevant time period. Similarly, allocation across
time periods for a single LoB can be readily considered by treating i,j as time indices rather than LoB indices —
the formula still holds.
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The above forecast summary is for six LoBs. Clearly, LoB 4 is expected to take the most risk capital followed by
LoB 3 - just based on the relative standard deviations.
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As detailed in Insureware’s pricing brochure, the model for these Lines of Business show distinct trend and
volatility metrics.
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Risk capital allocated across LoBs can be calculated in general (forecast summary) or using specified
value-at-risk (V@R) levels using the Predictive Aggregate Loss Distributions (PALD) simulations. Since there are
no analytical distributions for the aggregate of log normals, simulations from the correlated lognormals in all the
cells are produced in the PALD module to obtain distributions of reserves by accident year, calendar year, and
the total. These simulations can then be used to calculate percentiles, V@R, or other statistics.
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The allocation by accident period and calendar period for the aggregate of the six LoBs is as shown above.

Similarly breakdowns within each LoB can also be calculated (not shown) where the allocation within an LoB
follows the risk characteristics of that LoB.
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8. Case study: Reserve, underwriting, and
combined risk

A single composite model measures the reserve, underwriting and combined risks for each LoB and the
aggregate. Reserve risk and underwriting risk are not treated as two separate analyses; rather, the same model
can be applied for both, along with the analysis of the combined risk. Any correlations between future and
reserve periods are driven by common parameters. That these parameters are common is another reason not to
separate the reserve and underwriting calculations.

Combined risk is less than the sum of reserve risk and underwriting risk due to the diversification credit since the
underwriting years typically have low correlation with reserve years. This is an important result typically ignored
when considering reserving versus underwriting risk even when the majority of business underwritten in the next
underwriting period is renewal business. The mix of risks in the underwriting period is usually the same as the
reserving period.
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The forecast table excerpt above corresponds to the six LoBs presented previously but where one future
underwriting period has been added to the forecast scenario. The reserve and underwriting distributions are
forecast jointly to calculate the total reserve for the combined reserve and underwriting periods. In this way, risk
diversification by writing multiple underwriting periods is correctly included in the analysis.

It is sometimes assumed that the reserve and underwriting cycles will result in correlation between the two.

However, since these cycles are independent of the data and are rather imposed by the nature of the reserving
and underwriting methodology as demonstrated in the next section.
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The risk capital allocation table for the reserve, underwriting, and combined estimates of reserve mean and risk
capital (V@R at 95%) is shown below. While the means are additive, the risk capital clearly is not. Furthermore,
if the reserve and future underwriting periods were highly correlated then risk capital for the combined forecast
would be close to the sum of the risk capital for the individual pieces.

In this example, a 12% discount in risk capital is obtainable as a result of risk diversification credit between both
writing the multiple lines and by combining reserve and underwriting risk. Note that for LoB 4 - the line with the
greatest risk capital requirement, minimal diversification credit is obtained for combining reserve with
underwriting risk.

Reserve (1990~2009) Underwriting (2010) Combined (1990~2010)
Mean Risk Mean Risk Mean Risk Discount
Outstanding  Capital Outstanding Capital Outstanding  Capital effect (%)
LOB 1 90,130 6,295 92,995 11,090 183,129 14,116 19
LOB 2 1,226 11 4,640 159 5,866 89 48
LOB 3 460,482 25,123 274,773 33,601 735,255 47,700 19
LOB 4 78,261 51,828 15,726 6,096 93,988 56,346 3
LOB 5 45,486 4,399 6,638 177 51,853 3,871 15
LOB 6 22,488 233 9,641 134 32,129 292 20
Total 698,077 87,890 404,142 51,257 1,102,219 122,414 12

Combined (Reserve + Underwriting) Risk vs Reserve Risk +
Underwriting Risk at the 95% quantile

Inner pie chart: Reserve+Future risk; Outer pie chart: Combined risk with risk diversification credit (purple).

The above display highlights the risk diversification credit gained by recognizing the nature of the reserving

and underwriting problem. The inner pie chart shows the risk capital allocation percentages should reserve and
future underwriting risk be calculated independently. The outer ring shows the assessment of the combined risk
along with the diversification credit (12%) arising from the reduced risk capital requirement when considering the
diversification between reserve risk and future risk.
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9. Case study: Common accident year drivers
and the reserving cycle

This case study considers the evidence of a reserving cycle and demonstrates that this cycle is not a feature of
the long-tail liabilities but rather is a result of market pressure and methodology. The rationale behind the
reserving cycle is described. The A.M. Best (2011) Commercial Multi-Peril data are then examined for evidence
of this cycle. While the booked reserves do provide some evidence of a reserving cycle, the long-tail liabilities do
not show any evidence of common accident year drivers. The apparent correlation in the behavior of the booked
reserves is methodological and not a feature of the data.

A common fallacy in the industry is a belief that long-tail liability losses exhibit a reserving cycle. The actual
losses from long-tail liabilities do not follow a reserving cycle. Booked reserves and premiums, however, may.

Premiums are set based on the demand for retaining market share and competitiveness amongst economic
conditions. If the market under-prices the risk, individual companies will also under-price risk in order to maintain
market presence. As a result of common commercial interests, there is a definite element of industry-wide
dynamic. Booked reserves follow this cycle as management are pressured to select the lower actuarial reserve
estimates in times of underpricing risk to remain competitive. Similarly, booked reserves and prices rise as the
market responds to catastrophes (and management is under pressure to be conservative).

If this booked reserve estimate pressure was not bad enough, actuaries who use Bornhuetter-Ferguson
methodology are even more at risk as this method introduces spurious correlation between premiums and
booked reserves before further management influence.

The cycle is described as follows:

» Competition is low due to insurers leaving the market due to catastrophes (whether on the loss or asset
side), prices rise, booked reserves are high.

* As prices rise, profits increase, more players enter the market.

* More players result in competition resulting in decreasing prices, lower reserves are booked.
* A catastrophe occurs resulting in players leaving the market.

* And the cycle starts again...

True best estimates of long-tail liabilities do not respect the market’s business cycle but rather reflect the true
risk of the business written. Typically, most companies write the same mix of risk from year to year. The prudent
management team realizes this and both sets prices and reserves according to the level of risk taken.

9.1. lllustrative example: A.M. Best Schedule P Commercial
Multi-Peril (CMP)

In 2011, ten company groups wrote over 50% of the total reserves of US Commercial Multi-Peril (CMP) based on
reserves held (where reserves held are defined as the sum of Case Reserve Estimates and Bulk & IBNR).

Although the loss ratios (for Ultimate Earned Premium) for the Industry are still healthy, it is clear that conditions
are worsening more recently. This could be a result of a number of factors arising from market and economic
conditions (businesses folding, reduced value, etc).
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The position in the cycle is probably between the competition for market presence amongst difficult conditions
and a catastrophe occurring. Conditions have worsened, loss costs are increasing while total premiums are
decreasing (see above right), but the industry (as a whole) is still profitable (after allowing for ALAE). What is
happening to booked reserves versus premium? Are the companies pricing their risk accurately?

9.2. Industry mean ultimate loss ratios booked reserves versus
independent estimates

The mean ultimate loss ratios for ultimates held in the Industry are compared with the mean ultimates estimated
from the Probabilistic Trend Family (PTF) modeling framework for an optimal model and future forecast scenario.
The key element here is that Insureware’s estimates are based only on trends and volatility found in the

Industry data and future expectations are thus independent of both market pressure and other
commercial considerations.

What we expect to see is that as the conditions worsen from 2007 onward, the mean loss ratios do not
increase as greatly for the booked reserves versus the Insureware estimates of the mean ultimate loss ratios.
That is, we expect the Industry to be more optimistic about the mean ultimate loss ratios due to collective
decreasing of booked reserves in connection with the lower premium raised.

Mean Ultimate Loss Ratio versus Accident Year
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The above graph illustrates that the industry is behaving exactly as expected. Insureware’s estimates of mean
ultimate loss ratios are not biased by management or other external commercial pressures and are more
optimistic during the good years (2006~2007) and significantly more pessimistic during more difficult market
conditions. This collective response to changing market conditions further reinforces the belief that the risk in the
industry and individual companies are highly correlated.
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9.3. The reserving cycle

In order to determine the effect of the reserving cycle, we compare the estimated ultimate at the start of the
policy period versus the projected ultimate as at year end 2011. If the cycle exists then this will be illustrated in
the difference between the two ultimates responding to market conditions.

Difference in Ultimate Held versus Accident Year for top ten writers of CMP
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The early accident years (up to 2006) are consistently conservative. That is, for the largest ten writers of CMP, the
ultimates are estimated very conservatively with the result that by year end 2011, the estimates of the ultimates
have been revised downward. For 2007~2009, the ultimates are still being estimated conservatively (relative to
the independent mean ultimate as at year 2011), but with decreasing conservatism. In the most recent two
accident years, the company ultimates are considerably more optimistic — reflecting the effect of the reserving
cycle at the time of greater market pressures.

9.4. Probabilistic Trend Family models for the largest ten writers of CMP
do not demonstrate common accident year drivers

Below are the model displays for the ten largest writers of CMP by reserves held. The trends in the three
directions and volatility are displayed (left to right: development year trends, accident year trends, calendar year
trends, volatility by development period). The key components of note are that: a) the trends in the three
directions are unique to each company, and b) there are no indications of common accident year drivers. The
latter is expected should the reserving cycle be a feature of the long-tail liabilities.
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The lack of common accident year level changes between the top ten writers of CMP (despite loss ratios
behaving similarly), emphasizes the conclusion that the reserving cycle is not a feature of the long-tail liability
losses but rather reflects management’s selection of booked reserves from the range of actuarial estimates. This
common management dynamics does not constitute correlation.
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